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1 Introduction

The goal of our project is to automatically find candidates for etymologically
related words, known as cognates, for different Sami languages. At first, we will
focus on North Sami, South Sami and Skolt Sami nouns by comparing their
inflectional forms with each other. The reason why we look at the inflections
is that, in Uralic languages, it is common that there are changes in the word
stem when the word is inflected in different cases. When finding cognates, the
non-nominative stems might reveal more about a cognate relationship in some
cases. For example, the South Sami word for arm, g̈ıete, is closer to the partitive
of the Finnish word kättä than to the nominative form käsi of the same word.

The fact that a great deal of previous work already exists related to etymolo-
gies of words in different Sami languages [2, 4, 8] provides us with an interesting
test bed for developing our automatic methods. The results can easily be vali-
dated against databases such as Álgu [1] which incorporates results of different
studies in Sami etymology in a machine-readable database.

With the help of a gold corpus, such as Álgu, we can perfect our method
to function well in the case of the three aforementioned Sami languages. Later,
we can expand the set of languages used to other Uralic languages such as
Erzya and Moksha. This is achievable as we are basing our method on the data
and tools developed in the Giellatekno infrastructure [11] for Uralic languages.
Giellatekno has a harmonized set of tools and dictionaries for around 20 different
Uralic languages allowing us to bootstrap more languages into our method.

2 Related Work

In historical linguistics, cognate sets have been traditionally identified using
the comparative method, the manual identification of systematic sound corre-
spondences across words in pairs of languages. Along with the rapid increase
in digitally available language data, computational approaches to automate this
process have become increasingly attractive.

Computationally, automatic cognate identification can be considered a prob-
lem of clustering similar strings together, according to pairwise similarity scores
given by some distance metric. Another approach to the problem is pairwise



classification of word pairs as cognates or non-cognates. Examples of common
distance metrics for string comparison include edit distance, longest common
subsequence, and Dice coefficient.

The string edit distance is often used as a baseline for word comparison,
measuring word similarity simply as the amount of character or phoneme in-
sertions, deletions, and substitutions required to make one word equivalent to
the other. However, in language change, certain sound correspondences are more
likely than others. Several methods rely on such linguistic knowledge by convert-
ing sounds into sound classes according to phonetic similarity [?]. For example,
[15] consider a pair of words to be cognates when they match in their first two
consonant classes.

In addition to such heuristics, a common approach to automatic cognate
identification is to use edit distance metrics using weightings based on previ-
ously identified regular sound correspondences. Such correspondences can also
be learned automatically by aligning the characters of a set of initial cognate
pairs [3, 7]. In addition to sound correspondences, [14] and [6] also utilise se-
mantic information of word pairs, as cognates tend to have similar, though not
necessarily equivalent, meaning. Another method heavily reliant on prior lin-
guistic knowledge is the LexStat method [9], requiring a sound correspondence
matrix, and semantic alignment.

However, in the context of low-resource languages, prior linguistic knowledge
such as initial cognate sets, semantic information, or phonetic transcriptions
are rarely available. Therefore, cognate identification methods applicable to low-
resource languages calls for unsupervised approaches. For example, [10] address
this issue by investigating edit distance metrics based on embedding characters
into a vector space, where character similarity depends on the set of characters
they co-occur with. In addition, [12] investigate several unsupervised approaches
such as hidden Markov models and pointwise mutual information, while also
combining these with heuristic methods for improved performance.

3 Corpus

The initial plan is to base our method on the nominal XML dictionaries for the
three Sami languages available on the Giellatekno infrastructure. Apart from
just translations, these dictionaries contain also additional lexical information
to a varying degree. The additional information which might benefit our re-
search goals are cognate relationships, semantic tags, morphological information,
derivation and example sentences.

For each noun the noun dictionaries, we produce a list of all its inflections in
different grammatical numbers and cases. This is done by using a Python library
called Uralic NLP [5], specialized in NLP for Uralic languages. Uralic NLP uses
FSTs (finite-state-transducers) from the Giellatekno infrastructure to produce
the different morphological forms.

We are also considering a possibility of including larger text corpora in these
languages as a part of our method for finding cognates. However, theses languages



have notoriously small corpora available, which might render them insufficient
for our purposes.

4 Future Work

Our research is currently at its early stages. The immediate future task is to
start implementing different methods based on the previous research to solve
the problem. We will first start with edit distance approaches to see what kind
of information those can reveal and move towards a more complex solution from
there.

A longer-term future plan is to include more languages into the research.
We are also interested in a collaboration with linguists who could take a more
qualitative look at the cognates found by our method. This will nourish inter-
disciplinary collaboration and exchange of ideas between scholars of different
backgrounds.

We are also committed to releasing the results produced by our method to
a wider audience to use and profit from. This will be done by including the
results as a part of the XML dictionaries in the Giellatekno infrastructure and
also by releasing them in an open-access MediaWiki based dictionary for Uralic
languages [13] developed in the University of Helsinki.
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